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ABSTRACT

SYSTEM PERFORMANCE OF ABSOLUTE
QUARTZ-CRYSTAL BAROMETERS WITH

SUB-MICROBAR PRECISION

SEPTEMBER 2009

GANESH KUMAR SUBRAMANIAN ANANTHANARAYANAN

B.E., ANNA UNIVERSITY, CHENNAI, INDIA

M.S., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Andreas Muschinski

In this thesis, the performance of absolute quartz-crystal barometers is presented,

and their ability to measure, with sub-microbar precision, atmospheric pressure fluc-

tuations with periods as short as a few seconds is demonstrated. The first obser-

vations of ocean-generated atmospheric infrasound with periods of about 5 s and

sub-microbar amplitudes, called microbaroms, using single absolute barometers are

presented. These barometers can measure microbaroms with amplitudes down to

50 nanobars and the 1-h estimates of microbarom amplitudes calculated from data

collected independently with three collocated barometers differed by only a few nano-

bars. The uncorrelated noise spectral density during calm weather conditions is about

10−4 Pa2/Hz. The observed microbaroms have amplitudes between 0.2 µbar and 1

µbar with periods between 3 s and 8 s. The relative accuracy between the barome-

ters is of the order of a few pascals. It is concluded that these absolute quartz-crystal

barometers can be used effectively for infrasound monitoring.
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CHAPTER 1

INTRODUCTION

Microbaroms are atmospheric infrasound waves first observed by Benioff and

Gutenberg (1939) using an electromagnetic microbarograph at the California Insti-

tute of Technology [5][6]. Microbaroms are generated by the nonlinear interaction of

ocean surface waves, with similar frequencies, traveling in nearly opposite directions

[1][24] and have a frequency twice as that of the ocean surface waves generating them.

Earlier studies confirm that such sources of microbaroms are related to the high seas

and regions of marine storms [11][10][9][8]. Microbaroms propagate through atmo-

spheric waveguides that are governed by the wind and temperature structure of the

atmosphere [12]. Donn and Rind (1972) showed that the variations in amplitude and

frequency of the microbaroms observed at a ground based station are related to the

propagation path and hence, the wind and temperature structure of the atmosphere.

The measurement of microbaroms has been shown to be a useful and relatively in-

expensive method of remotely sensing the thermal and wind structure of the upper

atmosphere [12]. Nowadays, microbaroms have been observed using highly sensitive

microphone arrays [31]. The temporal change in the arrival azimuth of microbaroms,

determined using an infrasound measurement array, could be used as a method to

track the movement of hurricanes [16].

An absolute barometer is an instrument that measures atmospheric pressure.

Nowadays, highly sensitive barometers, called microbarometers, are used to mea-

sure air pressure fluctuations with high precision. Microbarometers, as the name
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suggests, typically have a resolution of microbars (µbar), while ordinary barometers

have a resolution of hectopascals (hPa) or millibars (mbar). An important purpose of

microbarometers used around the world, is to monitor compliance with the Compre-

hensive Nuclear-Test-Ban Treaty by detecting the infrasound signature of a nuclear

explosion, which can propagate for long distances. Such highly sensitive microbarom-

eters could be used to detect microbaroms, observed as pressure fluctuations of few

microbars (µbar) [12]. The only reported case of microbarom observation using ab-

solute barometers is presented in [20]. Their setup had comprised of a cross array

of 28 barometers (Model 216B-250 manufactured by Paroscientific, Inc.) in central

Honshu, Japan. To detect microbaroms, they had used array processing techniques

by computing the cross-spectral densities between every pair of barometers.

In this thesis, the primary focus has been on the capability of absolute quartz-

crystal barometers (Intelligent Transmitters Series 6000, manufactured by Paroscien-

tific, Inc.) to detect microbaroms individually as opposed to detection by an array (as

in[20]). The barometers that have been concentrated in this thesis and the barometers

that were used in [20] have been manufactured by the same manufacturer (Paroscien-

tific, Inc.). Three quartz-crystal barometers of the type mentioned above were used

to measure pressure for about six months with the settings of at least one barome-

ter being different from the other two. Such different settings were used in order to

determine the best setting for the detection of microbaroms. The significance of the

digiport, a device (when connected to these barometers) that reduces wind induced

pressure fluctuations, has been analyzed with respect to the detection of microbaroms.

The relative accuracy between the barometers and the lowest detectable amplitude

have been estimated quantitatively which are very important to evaluate the effec-

tiveness of these barometers in an infrasound array. Also, attempt has been made to

relate the temporal changes in amplitude and frequency of the observed microbaroms
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to the lower tropospheric winds.

This thesis is organized in the form of six chapters including this chapter. Some

atmospheric waves that are observed as pressure fluctuations are described in Chap-

ter 2. Chapter 3 describes in detail about the sensors used and the experimental

setup. Also listed in the chapter, are the important events during the experiment in

chronological order, and finally the timeline of operation of the sensors is presented.

In Chapter 4, all the data processing techniques used to analyze the data have been

explained. The first couple of sections include the techniques that get the data ready

for actual data analysis. Sections 4.3 to 4.6 explain the other data analysis techniques

used. In Chapter 5, the results are presented and interpreted as clearly as possible.

In the last chapter, the conclusions and discussions are presented.
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CHAPTER 2

ATMOSPHERIC WAVES

Atmospheric waves are characterized as periodic disturbances in atmospheric vari-

ables like temperature, wind and air pressure. Such atmospheric waves that propa-

gate are called traveling waves while those that do not propagate are called stationary

waves. In this chapter, some atmospheric waves that are observed as pressure fluctu-

ations will be described.

2.1 Gravity Waves

Gravity waves are waves generated inside a fluid medium or at the interface be-

tween two media due to the interactions between the fluids at the interface with the

restoring force being the force of gravity. Gravity waves at the ocean-air interface are

called surface gravity waves. When the equilibrium of an ocean-air interface is dis-

turbed, oscillations of the fluid parcels occur about the equilibrium position. These

oscillations have typical periods ranging from 1 s to 30 s. Gravity waves within a

fluid medium are called internal waves. Internal gravity waves generally have higher

amplitudes and lower frequencies than surface gravity waves. Typically internal grav-

ity waves in the atmosphere have periods between a few minutes and about one hour

and amplitudes between a few pascals and a few hectopascals (hPa) [14] [22].
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2.2 Infrasound Waves

Infrasound waves are sound waves whose frequency is between 0.01 Hz and 20

Hz. Infrasound waves generally travel longer distances with little dissipation in their

energy. There are many sources of infrasound like naturally occurring phenomena

(earthquakes, volcanic eruptions, surf [13], air flow over mountains, etc.)[3], mechan-

ical machines (wind-turbines), and animals (elephants, whales). Each source has its

characteristic frequency. The Comprehensive Nuclear-Test-Ban Treaty Organization

uses infrasound to monitor compliance with the treaty.

Infrasonic waves generated by ocean surface waves are known as microbaroms

[1][10][9]. These waves were first observed by Benioff and Gutenberg (1939) using

an electromagnetic microbarograph at the California Institute of Technology [5][6].

They have frequencies between 0.15 Hz and 0.3 Hz and their amplitudes range from

a few hundred nanobars to a few microbars [12][31]. Infrasound waves generated by

wind flow over mountainous regions (mountain-generated infrasound) have periods

greater than 20 s. High winds and local turbulent wind eddies obscure the underlying

infrasound.

2.3 Atmospheric Tides

Atmospheric tides are oscillations of the atmospheric pressure caused by: 1) the

solar heating of the atmosphere, 2) the moon’s and the sun’s gravitational attraction

on the atmosphere and 3) the ocean tides.

The periodic heating of the earth’s atmosphere by solar radiation gives rise to the

generation of atmospheric tides. The atmosphere gets heated by the sun only during

the day and not during the night: atmospheric tides are created due to this diurnal
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cycle of heating the earth’s atmosphere. These thermally generated tides have the

largest magnitude amongst the atmospheric tides due to other sources. Thermally

generated atmospheric tides have periods of 24 h (solar day), called the solar diurnal

period. Periods of 12 h (semidiurnal), 8 h and 6 h can also be seen with relatively

smaller amplitudes - these can be attributed to the harmonics generated by the solar

heating pattern.

Lunar atmospheric tides are caused by the gravitational effects of the moon on the

earth’s atmosphere. Lunar tides also have the diurnal and semidiurnal components.

Lunar diurnal tidal period is about 24.8 h (lunar day), while the lunar semidiurnal

period is 12.4 h [15].

2.4 Atmospheric Seiches

Atmospheric seiches are analogous to the sloshing motion of water that occurs in

lakes due to one or more disturbances. These seiches can be thought of as standing

waves (formed as a result of interference between two waves traveling in opposite

directions). The corresponding phenomenon in the atmosphere can be explained as

follows: suppose that we have a stable stratified boundary layer, and it gets disturbed

by sudden wind variations. Due to the disturbances, horizontal (and vertical later)

motion results about the equilibrium layer (boundary layer) which travels along until

it is reflected back from one of the end semi-enclosed basin. This interferes with the

vertical disturbances and gives rise to standing waves, that is, the sloshing motion of

the wind within the basin. These sloshing motions can be seen even as wind, pressure

and temperature fluctuations within the basin [30].
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CHAPTER 3

EXPERIMENT

In the first section of this chapter, the different sensors and the data logger em-

ployed during the experiment will be discussed. The details of the experiment setup

and the time-line of operation of the instruments will be dealt with in the second

section.

3.1 Instruments and Data Acquisition

In this section, the operating principle and construction of the sensors, namely

the quartz crystal barometers and a ultrasonic anemometer are discussed, along with

the atmospheric parameters that these sensors measure. Following that, the setup

and operation of the data logger is explained.

3.1.1 Quartz Crystal Barometers

The quartz crystal barometers (Intelligent Transmitters Series 6000) are man-

ufactured by Paroscientific, Inc., Redmond, Washington. The operational features

and the construction details of these sensors, explained in this thesis, are taken from

the manufacturer’s web site (www.paroscientific.com) and the sensor user’s manual.

These Paroscientific Intelligent Transmitters comprise of a Digiquartz pressure trans-

ducer and a digital interface board in a single package.
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The Digiquartz pressure transducer is an inherently-digital and high precision in-

strument. It has a resolution of better than 0.0001%. The other improved features

include low power consumption, high-reliability and long-term stability. These trans-

ducers employ a precision quartz crystal resonator (load-sensitive resonators) whose

frequency of oscillation varies with the stress caused by the pressure fluctuations.

The resonant frequency outputs of the resonator are detected using oscillator elec-

tronics similar to those employed in precision counters and clocks. A Double-Ended

Tuning Fork system consisting of two identical beams driven piezoelectrically in 180o

phase opposition is used. The resonant frequency of the resonator is a function of the

applied load - increasing with tension and decreasing with compressive forces. The

in-built temperature sensor consists of piezoelectrically-driven, torsionally oscillating

tines whose resonant frequency is a function of temperature. Accuracy over a wide

range of temperatures is achieved by thermally compensating the calculated pressure.

Bellows or Bourdon tubes are used in the pressure transducers as the pressure-

to-load converters. Pressure acting on the effective area of the bellows generate a

force and torque about the pivot and compressively stress the resonator. The change

in applied pressure (fluctuation) proportionally changes the frequency of the quartz

crystal oscillator. The pressure applied to the Bourdon tube generates an uncoiling

force that applies tension to the quartz crystal to increase its resonant frequency.

Acceleration compensation is provided, to reduce the effects of shock and vibration,

to all the mechanisms using balance weights. In order to achieve the maximum res-

onator Q factor, these transducers are hermetically sealed and evacuated to eliminate

air damping. Intelligent micro-processors are included with counter-timer circuitry to

measure transducer (resonator) frequency outputs, to store the linearizing (start-stop

and regression-line algorithms) and thermal compensation algorithm, calibration co-

efficients, and the command and control software to present the outputs in different
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digital formats.

The digital interface board inside the Intelligent transmitter is used to receive or send

commands and data requests through a two-way RS-232 or RS-485 serial interface.

These dual RS-232 or RS-485 interface allows for the remote configuration and control

of the parameters like resolution, sampling rate, choice of the units and integration

time. Outputs are provided directly in engineering units with typical accuracy of

0.01% over a wide range of temperatures. The Intelligent transmitter series 6000 also

has a high performance optional pressure port called the DigiPort. The DigiPort is

used to reduce the effects of wind induced pressure fluctuations on the barometer

output. The DigiPort has an environmentally rugged design that minimizes pressure

errors under dynamic wind conditions. It provides accuracy of better than ±0.08 hPa

in strong winds, rain and freezing conditions and outmatches the open port sensors.

The latest firmware update with these Intelligent transmitter 6000 series gives the

user the option of selecting the type of algorithm used to determine the frequency of

the resonator: (1) the start-stop algorithm or (2) the regression line algorithm. It

also gives the user the opportunity to increase the internal clock counter frequency by

a factor of 4. The default internal counter clock frequency is 14.7 MHz. The use of

the regression line algorithm or increased internal clock counter frequency results in

improved resolution. In the following paragraph, the two algorithms for the frequency

counters are explained.

The start-stop method of frequency counting uses reciprocal counting, which is based

on measuring the time between two identical trigger points on the input signal. The

number of input signal cycles Ns and the number of clock pulses from the built-in in-
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ternal counter clock Nc are counted between the start and stop trigger events. There

is an unavoidable dead time between each start and stop measurement for outputting

the results, resetting the registers and preparing for the next measurement. The

built-in processor then calculates the resonant frequency fr of the transducer using

fr =
Ns

Nc

fc (3.1)

where fc represents the internal counter clock frequency used (default or quadru-

pled). Ns is always an exact integer since the counting is synchronized with the

input signal and not with the clock pulses: which means, the measurement is totally

unsynchronized with the clock pulses which could result in parts of clock pulse pe-

riods sometimes being counted and sometimes not counted. The resolution in the

time measurement, Nc/fc, for start-stop algorithm is therefore one clock pulse pe-

riod (1/fc). A straightforward method of improving the resolution is to increase the

clock frequency fc. It can also be improved using the regression line algorithm of

frequency counting instead of the start-stop algorithm. In the regression line algo-

rithm of frequency counting, there is continuous counting of the input trigger events

and the clock pulses without interruptions. At regular intervals called the pacing

intervals, the fleeting contents of the respective registers are read in flight without

interrupting the counter. The read values are stored in a fast memory. The readout

instant is always synchronized with the input trigger so that the number of counted

input cycles is always an integer. Similar to the reciprocal counter (start-stop), the

uncertainty is in the reading out of the number of clock cycles. In this counter, after

a certain measurement time has elapsed, there are many values of Ns and Nc between

the start and stop events, not just the values at the start and stop trigger events.

Thus, in the case of start-stop algorithm, the inclination of the plot of Nc/fc versus
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the input event counts is the average period. The resolution, that is the uncertainty

of the line’s inclination, depends only on the uncertainty of Nc/fc at the start and

stop points. In the case of counters employing a regression line algorithm, we have

a number of points (instead of two points unlike start-stop), each having a certain

resolution. Using the statistical method of linear regression, a linear line is fit to the

set of points and in this way the uncertainty of the line’s inclination and hence the

measurement resolution is improved.

3.1.2 Ultrasonic Anemometers

The Ultrasonic anemometers (Model 81000) are manufactured by R. M. Young

company, Traverse City, Michigan. These sensors measure wind speed, wind direc-

tion and temperature. Ultrasonic anemometers, as the name suggests, use ultrasonic

acoustic waves to measure wind speed and direction. The model 81000 measures the

three dimensional wind velocity and speed of sound based on the transit times of

sound waves between three pairs of transducers (one for each dimension). Consider

one pair of these ultrasonic transducers and let them be named U1 and U2. Let υ

be the wind speed along the axis comprising the two transducers and assume that

the direction is from U1 to U2. An ultrasonic sound pulse is generated by U1 and

the time t12 (in seconds) taken for the pulse to reach U2 is measured. Similarly, the

time t21 taken for a ultrasonic sound pulse to reach U1 from U2 is measured. If d is

the separation between the two transducers and cair the speed of sound in air, the

following equations result:

cair + v =
d

t12

(3.2)
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and

cair − v =
d

t21

. (3.3)

The above equation pair can be solved for υ and for cair:

v =
d

2

[
1

t12

− 1

t21

]
(3.4)

cair =
d

2

[
1

t12

+
1

t21

]
(3.5)

The magnitude of υ is the wind speed (ms−1) and the sign of υ determines the

direction of wind. If υ is positive, the direction of wind is as assumed (from U1 to U2

along the axis). In the case of υ being negative, the direction of wind is from U2 to

U1. Having measured the wind speed and direction, the temperature T (in oC) can

be obtained from the measured speed of sound cair using the equation [17]

T = 273.15

[(
cair

331.3

)2

− 1

]
(3.6)

Data output rates between 4 Hz and 32 Hz are possible with the model 81000

anemometers. Measured data are available as serial outputs using RS-232 or RS-

485 cables. A variety of in-built serial output data formats are available including a

custom format that can be easily set by the user. The strut opposite to the junction

box on the anemometer is made to point in the North direction. The anemometer

measures the wind velocities u (East-West), υ (North-South) and w (vertical direc-

tion; bottom-top) and the temperature T (in oC). The model 81000 anemometer can
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measure wind speeds of up to 40 ms−1 with a resolution of 0.01 ms−1 and tempera-

tures betweeen -50 oC to +50 oC with 0.01 oC resolution.

3.1.3 Data Logger

A data logger of the type described in [4] was used during the experiment to

collect data from different sensors. The data logger has eight serial ports and hence

can handle up to eight sensors operating simultaneously. The data lines from these

eight serial ports are multiplexed using a low power consumption USB adapter. The

logger has a built-in hard drive of 160 GB capacity. This large data storage space

of 160 GB enables continuous operation for several months. For example, ultrasonic

anemometers of the type mentioned before operating at the maximum sampling fre-

quency of 32 Hz connected to all the eight serial ports will make the hard drive

overflow only after four months of continuous operation [4]. Data from each serial

port is written to a separate file on the hard drive. Accurate time stamping is pro-

vided by a Global Positioning System antenna (GPS) connected to the data logger

via a separate serial interface. The GPS antenna used is manufactured by Motorola

(Model M12+). The local PC clock, which determines the time stamp of the data,

drifts away with time and hence it is repeatedly checked and corrected with respect

to a reference clock (GPS). This repeated resetting of the local PC clock with respect

to the reference clock is done automatically by a function in NTP (Network Time

Protocol) [19]. Thus, the NTP task continuously ensures that the local PC clock is

synchronized with the reference clock (GPS). The accuracy with which the NTP task

synchronizes the PC clock still depends on the operating system software latencies

and the accuracy of the reference clock itself. Since GPS clocks are considered to be

accurate within a few hundred microseconds [18], the accuracy of the synchronization

depends largely on the operating system software latencies. The testing of the time
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stamping provided by this system showed that the offset between the local PC clock

and the reference GPS clock stayed within ±10 µs [4].

The data logger also provides for online access which helps monitor the data in real-

time and control the system operation. This feature is provided by a 802.11 b/g 54

Mbit s−1 network card and a wired 10/100 Mbit s−1 network connection. The option

of wireless access is very useful particularly during severe weather conditions or in

difficult terrain. The data logger is powered either by AC grid power (110 V) or using

DC marine batteries (12 V). Since the data logger will be usually installed outside,

it needs to be protected from precipitation, dust, winds and extreme radiative fluxes.

To ensure this, the data logger was mounted inside a weather-resistant enclosure

(Campbell Scientific) as shown in figure 3.1. Additional details and information on

the data logger’s construction and operation can be found in [4].

3.2 Experiment Setup and Timeline

A six-month long experiment was conducted in a travel trailer located north of

Amherst, Massachusetts from Dec 2007 to Jun 2008. This experiment was conducted

with the aims of: (1) quantifying the performance of the barometers for different

modes of operation and (2) studying meteorological and geophysical phenomena.

Three quartz crystal barometers (Intelligent Transmitters Series 6000, manufactured

by Paroscientific, Inc.) were placed side by side, a few centimeters apart near a win-

dow, on a dining table inside the travel trailer. The data were collected using custom

made data-logging systems, of the type in [4], via a serial interface to communicate

with the sensors. During test runs of the barometers and the data logger inside the

Knowles Engineering Building of the University of Massachusetts Amherst, it had
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Figure 3.1. Data Logger in its protective enclosure by Campbell Scientific: The picture
was taken during an experiment at the Boulder Atmospheric Observatory (BAO) near Erie,
Colorado during Aug 2008. The DigiPort can be seen above the data logger on the right.
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been observed that elevators, air-conditioning systems and the opening and closing of

doors caused significant spikes in the pressure measured by the barometers. Hence,

the trailer which was isolated from a building and from vehicular traffic seemed to be

the a better test site. One ultrasonic anemometer (Model 81000, manufactured by

R.M. Young Company) was mounted on a tripod mast just outside the trailer to mon-

itor the weather conditions (temperature and wind measurements) during the course

of the experiment. The anemometer’s (referred to alternately as sonic) measurement

volume center was at 2.0 m above ground level (AGL). The sonic measurements serve

the purposes of: (1) measuring the wind speed and wind direction (to study their

effects on pressure measured) and (2) measuring the temperature fluctuations. Ac-

curate time stamping was provided by a Global Positioning System (GPS) antenna

connected to the data logger(s), to correct the drift encountered in personal com-

puter clocks. The GPS antenna was mounted on top of the trailer. Figures 3.3 and

3.4 show photographs of the experimental setup inside and outside the travel trailer

respectively. The paragraphs to follow will give a detailed description of the timeline

of the experiment and the operation of the sensors.
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Figure 3.2 gives a graphical representation of the operational periods, with the

respective settings, of each instrument employed during the experiment. Some im-

portant events have also been annotated in the graph. The exact dates during which

the instruments were operational, along with their respective settings, have been pre-

sented in table 3.1. VP represents the clock counter frequency and XM represents

the algorithm used. A value of 1 to XM means that the regression line algorithm was

used while a value of 0 means that start-stop algorithm was used. The important

events and the dates will be mentioned chronologically in the next paragraph.

The experiment was started on 07 Dec, 2007, with all the sensors connected to

one data logger (logger #1). On 26 Jan, 2008, a power outage caused the data log-

ger to shut down. On 29 Jan, 2008, the logger was restarted and the settings of

the barometers were changed (Table 3.1). A DigiPort was connected to barometer

#102607 on the same date. Due to a firmware issue, the clock counter frequency

(VP) of the barometer #103949 could not be quadrupled. Hence, that barometer

was replaced with barometer #103947 with quadrupled clock frequency (VP=4). An

Uninterruptible Power Supply (UPS) was installed on 01 Feb, 2008, to prevent future

power outages from interrupting the operation of the logger and the instruments. On

12 Mar, 2008, the data logger #1 stopped logging due to a software issue. On 14 Mar,

2008, a second data logger (referred henceforth as logger #2) was installed next to

logger #1 to evaluate the accuracy of the GPS based time stamping between the two

data loggers. The GPS antenna for the logger #2 was also mounted on the roof of

the trailer. The barometer #103946 was disconnected from logger #1 and connected

to logger #2. Data logging by logger #1 had stopped on 22 Mar, 2008, due to the

same software issue as before. Data logging by logger #2 was not interrupted during

that period. On 26 Mar, 2008, logger #2 and the barometer connected to it was

taken back to the lab and logger #1 was restarted. There was continuous operation
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Figure 3.3. Photograph of the barometers with data dogger inside the travel trailer: It
shows the barometers (cube-like in blue color) with data logger (white colored box) on a
table top.
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Figure 3.4. Photograph of the travel trailer and the anemometer. The anemometer was
mounted outside the trailer (left-side of the picture) and the picture was taken on 10 Dec
2007

.
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Table 3.1. Timeline of operation of the sensors, along with their settings

Sensor Name Start Date End Date Fs VP XM Digiport
(mm/dd/yy) (mm/dd/yy) (Hz) (Y/N)

Sonic #02151 12/07/07 01/26/08 32 - - -
01/29/08 03/12/08 32 - - -
03/14/08 03/22/08 32 - - -
03/26/08 04/22/08 32 - - -
05/05/08 06/02/08 32 - - -

Barometer
#103949 12/07/07 01/26/08 10 1 1 N

Barometer 12/07/07 01/26/08 10 4 1 N
#103946 01/29/08 03/12/08 10 4 1 N

03/14/08 03/26/08 10 4 1 N

Barometer 01/29/08 03/12/08 10 4 1 N
#103947 03/14/08 03/22/08 10 4 1 N

03/26/08 04/22/08 10 4 1 N
05/05/08 06/02/08 10 4 1 N

Barometer 12/07/07 01/26/08 1 1 1 N
#102607 01/29/08 03/12/08 10 4 1 Y

03/14/08 03/22/08 10 4 1 Y
03/26/08 04/22/08 10 4 1 Y
05/05/08 06/02/08 10 4 1 Y

of the logger between 26 Mar, 2008 and 22 Apr, 2008. The final continuous run was

between 05 May, 2008 and 02 Jun, 2008, when the experiment was finished.

21



CHAPTER 4

DATA PROCESSING

4.1 Converting ASCII Data Files to MAT Files

The data logger stores the data from each of its sensors, over a day, as an ASCII

data file (DAT extension) in the hard drive mounted within the data logger enclo-

sure. At the beginning of each new day, according to the Coordinated Universal Time

(UTC), a new file for that day is created and data is stored onto that file. The size

of a file containing one complete day of barometer data depends primarily on the

sampling frequency at which data is collected: greater the sampling frequency, larger

the file size. The average size of an ASCII data file (DAT) that contains one complete

day of barometer data with sampling frequency of 10 Hz is 60 MB. These data files

contain data in ASCII format and have more than one type of delimiters. Few sample

lines from one such data file for 06 Mar, 2008, are shown below.

2008 03 06 00 00 00.086239 *0004993.22734,50462

2008 03 06 00 00 00.086342

2008 03 06 00 00 00.190245 *0004993.22734,50455

2008 03 06 00 00 00.190329

2008 03 06 00 00 00.294245 *0004993.22768,50446

2008 03 06 00 00 00.294329

2008 03 06 00 00 00.402250 *0004993.22762,50439

2008 03 06 00 00 00.402360

2008 03 06 00 00 00.506253 *0004993.22741,50462

22



Table 4.1. Barometer data output format

YYYY MM DD hh mm ss.ssssss nnnn ppp.ppppp LLLLL
2008 03 06 00 00 00.086239 0004 993.22734 50462

The actual (valid) data is contained every alternate line, that is, every odd num-

bered line represents the actual data and the even numbered lines just represent the

time stamp from the Global Positioning System (GPS) antenna. Each valid line of

data is a combination of data from the barometer and the GPS antenna. It can be

seen from the sample lines that there is more than one type of delimiter used to repre-

sent the data (space, comma and asterisk). Each valid line of data uses the following

representation:

YYYY MM DD hh mm ss.ssssss *nnnnppp.ppppp,LLLLL

where, YYYY - year, MM - month, DD - day, hh - hour, mm - minute, ss.ssssss

- second (micro-second resolution), nnnn - sensor ID, ppp.ppppp - pressure (in hPa),

LLLLL - latency. The variables YYYY, MM, DD, hh, mm and ss.ssssss are received

from the GPS and the rest of the variables are received from the barometer. Using

this representation, the data represented by the first line in the above sample is de-

ciphered in the manner shown in table 4.1.

When the measured pressure is greater than 999.99999 hPa, an extra digit is as-

signed for the pressure string (pppp.ppppp). Sample data lines, at times when the

measured pressure is greater than 999.99999 hPa, are shown below.

23



19:00:00 23:00:00 03:00:00 07:00:00 11:00:00 15:00:00 19:00:00
992

994

996

998

1000

1002

1004

1006

1008

EST (hh:mm:ss)

P
re

ss
ur

e 
(h

P
a)

Figure 4.1. Pressure time series during a 24 h period: Time series of pressure between
1900 EST on 05 Mar, 2008 and 1900 EST on 06 Mar, 2008 measured by barometer #103947
with sampling frequency of 10 Hz.

2008 03 08 00 00 00.085793 *00041001.48392,50409

2008 03 08 00 00 00.085891

2008 03 08 00 00 00.189697 *00041001.48432,50407

2008 03 08 00 00 00.189785

2008 03 08 00 00 00.297714 *00041001.48403,50428

2008 03 08 00 00 00.297825

2008 03 08 00 00 00.401795 *00041001.48470,50423

In order to convert the DAT-file to a MAT-file, the data file format MATLAB

uses for saving data to the hard disk, a program was written in MATLAB to convert

the DAT-file into MAT-file format. A program was necessary (instead of directly

importing the DAT-file onto MATLAB workspace) since more than one type of de-

limiter is used to represent the data in the DAT-file. The program loads the DAT-file

and looks for the valid lines of data and stores the data to the corresponding arrays
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namely YYYY - year, MM - month, DD - day, hh - hour, mm - minute, ss - second

(micro second resolution), p - pressure (in hPa) and l - latency.

The arrays YYYY, MM, DD, hh, mm and ss are merged into one single array

t, the serial date number, using the datenum command in MATLAB. A serial date

number represents the whole and fractional number of days from a specific date and

time, where datenum(’Jan-1-0000 00:00:00’) returns the number 1. Figure 4.1 shows

the a 24 h long time series of pressure data from one of the barometers on 06 Mar,

2008. The arrays p, t and l are stored in a MAT-file with the filename representing

the barometer number and the day. The average size of the MAT-files containing one

complete day of data recorded at 10 Hz is 6 MB.

4.2 Block Averaging to Obtain Equidistant Time Stamps

The barometer MAT-files contain non-equidistant time stamps in the time stamps

array t, which is clear from the two sample data sections shown in the previous sec-

tion. In order to obtain equidistant time stamps and hence, a constant sampling

frequency, the data is subjected to block averaging. A constant sampling frequency is

important for the computation of power spectrum and for discrete-time filtering. The

application of block averaging to obtain equidistant time stamps will be explained in

detail in this section.

Let T be the desired sampling time, that is, the time difference between consec-

utive data points. Data points in the interval (block) between the beginning of the

day and T s later are chosen. Let pblock denote all the pressure data points in that
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interval. The average of all the data points in pblock is computed, that is,

pavg =
1

N

N∑

i=1

pblock(i). (4.1)

The time stamp assigned to the data point pavg, is the mid time of the block under

consideration, that is,

tavg = tstart +
tend − tstart

2
(4.2)

where, tstart and tend are the start and end time stamps of the interval (block)

considered. Hence the data points in the interval between the beginning of the day

and T s later are reduced to a single data point, pavg, with tavg being the correspond-

ing time stamp.

The same procedure to compute the block averages and the corresponding time

stamp is repeated for consecutive non-overlapping T s blocks of data. The block

averaged pressure array, pavg, along with the equidistant time stamps array, tavg, over

the entire day are stored in a separate MAT-file. In our case, the desired sampling

time is taken as 0.5 s (T = 0.5 s). The first four time stamps after block averaging, on

06 Mar, 2008, are shown in table 4.2 from which we can see that they are equidistant

(0.5 s separation).

Figure 4.2 shows the averaged and non-averaged (actual) pressure data over a 10

s period on 06 Mar, 2008. It can be seen from the figure that the averaged pressure

data has equidistant time stamps.
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Table 4.2. Block averaged time stamps on 06 Mar, 2008

year month day hour minutes seconds
2008 03 06 00 00 00.0003
2008 03 06 00 00 00.0008
2008 03 06 00 00 00.0013
2008 03 06 00 00 00.0018

07:00:20 07:00:25 07:00:30
1004.729

1004.7295

1004.73

1004.7305

1004.731

1004.7315

1004.732

1004.7325

EST (hh:mm:ss)

P
re

ss
ur

e 
(h

P
a)

 

 
Raw Data
Averaged Data

Figure 4.2. The averaged and non-averaged pressure data: A 10 s period of the averaged
and non-averaged pressure data on 06 Mar 2008, shows that the 0.5 s averaged data (in
red) clearly has equidistant time stamps.

4.3 Discrete Time Filtering

In this section, discrete time filtering of the block averaged pressure data for the

filtering of microbaroms will be discussed. The design of discrete time FIR bandpass

filter will be discussed in the following subsection and the application of the designed

filter to the data will be discussed in the subsection after.
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4.3.1 Design of Discrete-Time FIR Bandpass Filter

FIR filters have a finite duration impulse response and hence the name. The

equations and some text used in this section are taken from section 10.2.2 of [25] and

section 7.2 of [21]. The simplest method of FIR filter design is called the windowing

method. In this method, an ideal desired frequency response is considered. Since

ideal frequency responses are defined by piecewise-constant functions with disconti-

nuities at the boundaries between the frequency bands, their impulse responses are

noncausal and infinitely long. In order to make the impulse response finite in dura-

tion and causal, the ideal filter’s impulse response is truncated using a window and

delayed in time (samples). In this subsection, the design of a FIR bandpass filter by

windowing is explained.

In the design of FIR filter by windowing, we begin with the desired frequency

response, Hd(ω), and determine the corresponding impulse response, hd[n]. Hd(ω)

and hd[n] are related by the Fourier transform relation:

Hd(ω) =
∞∑

n=0

hd[n]e−jωn (4.3)

where

hd[n] =
1

2π

∫ π

−π
Hd(ω)ejωndω. (4.4)

In the design of discrete time bandpass FIR filter, the desired frequency response,

Hd(ω), is given by equation 4.5.
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Hd(ω) =





0, ω ≤ ωc1

1, ωc1 ≤ ω ≤ ωc2

0, ω ≥ ωc2

(4.5)

hd[n] is obtained using equation 4.4 and given by

hd[n] =
ωc2

π
sinc(ωc2n)− ωc1

π
sinc(ωc1n) (4.6)

where, the function sinc(x) is defined as

sinc(x) =





1, x = 0

sin (πx)
πx

, x 6= 0

(4.7)

and ω is related to the continuous time frequency, F, and sampling frequency,

Fs,by equation 4.8.

ωc =
2πFc

Fs

(4.8)

The desired impulse response obtained from equation 4.6 is infinite in duration

and noncausal. In order to make it finite in duration, the straightforward method is

to truncate the desired impulse response, say to length M. Truncation of the ideal de-

sired impulse response to length M is equivalent to multiplying it with a rectangular

window, defined by the equation 4.9 below .
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w[n] =





1, 0 ≤ n ≤ M − 1

0, otherwise
(4.9)

Thus, the impulse response of the causal FIR filter obtained by truncating the

impulse response of the ideal filter is given by equation 4.10.

h[n] = hd[n]w[n] (4.10)

The effect of the rectangular window function on the desired frequency response

Hd(ω) can be visualized, considering the fact that the multiplication of hd[n] and

w [n] is equivalent to the convolution of Hd(ω)with W (ω), where W (ω) is the Fourier

transform of the window function (equation 4.11).

W (ω) =
M−1∑

n=0

w[n]e−jωn (4.11)

Thus the convolution of Hd(ω) with W (ω) yields the frequency response of the

truncated (FIR) filter, that is,

H(ω) =
1

2π

∫ π

−π
Hd(ν)W (ω − ν)dν. (4.12)

The convolution of Hd(ω) with W (ω) has the effect equivalent to the smooth-

ing Hd(ω) with W (ω). As M is increased, W (ω) becomes narrower and hence the

smoothing provided is reduced. On the other hand, H(ω), the frequency response of

the windowed filter, has relatively larger sidelobes due to the large sidelobes of W (ω).
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These undesirable effects can be significantly reduced by the use of window functions

that do not contain abrupt discontinuities in the time-domain and have relatively low

sidelobes in the frequency-domain (page 666 of [25]). In the design to follow, a Black-

man window is used since it has a relatively better sidelobe suppression among the

different window functions (peak sidelobes of -57dB). The Blackman window function

is given by the equation that follows.

w[n] =





0.42− 0.5 cos
(

2πn
M−1

)
+ 0.08 cos

(
4πn
M−1

)
, 0 ≤ n ≤ M − 1

0, otherwise

(4.13)

In most cases, it is desirable to have a causal FIR filter with generalized linear

phase response. It can be seen that the window defined by the above equation is

symmetric about the point (M -1)/2 shown mathematically in equation 4.14.

w[n] =





w[M − n], 0 ≤ n ≤ M − 1

0, otherwise
(4.14)

If the desired impulse response hd[n] is also symmetric about the point (M -1)/2

(that is if hd[n] = hd[M-n]), the windowed impulse response h[n] will also have sym-

metry about the point (M -1)/2. Hence, the windowed frequency response H(ω) will

have a generalized linear phase, that is,

H(ω) = Ae(ω)e−jω(M−1)/2 (4.15)
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where, Ae(ω) is real and an even function of ω. Hence, to make the desired im-

pulse response symmetric about the point (M -1)/2, it is delayed by (M -1)/2 sample

points, that is,

h̄d[n] = hd[n− (M − 1)/2], 0 ≤ n ≤ M − 1. (4.16)

Now, h̄d[n] is windowed with the window function w [n] using equation 4.10 and

let the windowed impulse response obtained be h̄[n]. This impulse response is finite

in duration, causal and symmetric about the point (M -1)/2. Furthermore, the DC

bias introduced in the filtered output (during the windowing operation) is removed so

that the filtered output is a zero-mean sequence. The new impulse response is given

by the following equation.

h̃[n] = h̄[n]− 1

M

M−1∑

k=0

h̄[k], 0 ≤ n ≤ M − 1 (4.17)

Thus, h̃[n] is the impulse response of the FIR bandpass filter designed by window-

ing such that the DC bias, that will be added to the filtered output, is compensated

for in the impulse response itself.

4.3.2 Filtering using Discrete-Time FIR Filter

In this section, the parameters of the discrete-time FIR bandpass filter will be

determined and the resulting filter will be used for detecting microbaroms in the

block averaged pressure data pavg. In order to design a filter to detect microbaroms

which have periods of about 5 s (sometimes goes up to about 8 s [23]), the cutoff
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Table 4.3. Parameters of the FIR bandpass filter for the microbaroms

Fc1 Fc2 Fs ωc1 ωc2 M Window type
0.1 Hz 0.5 Hz 2 Hz 0.1π 0.5π 241 Blackman

frequencies Fc1 and Fc2 are chosen to be 0.1 Hz and 0.5 Hz respectively. Since the

sampling frequency Fs of the block averaged pressure data, pavg, is 2 Hz, the values

of ωc1 and ωc2 (using equation 4.8) are 0.1π and 0.5π respectively. The length, M, of

the window function and hence that of the FIR filter is determined considering the

fact that the window needs to include a few periods of the microbaroms, that is it

must have a duration of at least 60 s. Hence, a window duration of 120.5 s was chosen

which corresponds to a value of 241 for M. Figure 4.3 illustrates the shape and time

domain characteristics of the Blackman and rectangular windows. It can be seen that

both the windows are symmetric about the point (M -1)/2. Table 4.3 contains the

parameters of the FIR bandpass filter designed to detect microbaroms.

Figure 4.4 illustrates the magnitude response of the rectangular and Blackman

windows. It is clear that the rectangular window has a narrow main lobe but has a

poor side lobe level relative to the Blackman window. Figure 4.5 shows the frequency

response of the designed bandpass filter. It can be seen that the side lobe level is less

than -50 dB which is about the expected value when a Blackman window is used.

The filtering operation is nothing but the convolution of the input signal with the

impulse response of the filter. If pavg is the mean removed (pavg - mean(pavg)) input

to the discrete-time FIR bandpass filter with impulse response h̃[n], then the filtered

output pfil
avg is given by the equation that follows.
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Figure 4.3. Rectangular and Blackman windows in the time domain. The window length
M is selected to be 241. It is clear that both the windows are symmetric about the mid
point of the window length.
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Figure 4.4. Magnitude response of the rectangular and Blackman windows. It is apparent
that the rectangular window has a narrower main lobe width and the Blackman window
has a better side lobe level. The window width is 241 samples.

pfil
avg[n] = pavg[n] ∗ h̃[n] (4.18)

where, the symbol * represents convolution sum, that is, the output of the filter

is the convolution of the input, pavg, with h̃[n], the impulse response of the filter.

The resulting output has a phase delay of (M -1)/2 samples which is linear. Hence,

the output samples are advanced by (M -1)/2 sample points to neutralize the effect

of the linear phase introduced by the filter system, that is, if tavg is the time stamps

array corresponding to the input array, pavg, then tavg[n] will be the time stamp of

pfil
avg[n+(M -1)/2]. Also, the first and the last (M -1)/2 points of the filtered output

are removed in order to disregard the transient effects of the filtering operation.
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Figure 4.5. Frequency response of the bandpass filter for the microbaroms: the side lobe
level (top figure) is less than -50 dB which is the expected value when Blackman window is
used. Also, the filter has a linear phase response (bottom figure).

4.4 Power Density Spectrum and Coherence Function

Meteorological phenomena such as the fluctuations in pressure and air tempera-

ture are characterized as random processes. To characterize such random processes,

the concentration is on the average characteristics of the random signal. In the time

domain, the autocorrelation function of a random process is the best statistical av-

erage that characterizes the random signal. In the frequency domain, the fourier

transform of the autocorrelation function, namely the power density spectrum is used

to characterize random signals. The equations and some text used in this section are

adopted from chapter 14 of [25] and chapter 10.6 of [21]. In the following sections,

the estimation of the power spectrum of random signals and the Welch’s method of

power spectrum estimation will be explained. Later in the section, the estimation of

the coherence function between two random signals is explained.
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4.4.1 Estimation of the Power Spectrum of Random Signals

The classes of signals characterized as stationary random processes do not have

finite energy and hence they do not possess a Fourier transform. Such signals have

finite average power and are characterized by the power density spectrum. Let xa(t)

be a continuous time random signal (a single realization of the random process) and

x[n], 0 ≤ n ≤ N -1, be the finite-duration sequence obtained by sampling xa(t) at a

rate Fs Hz. An estimate of the power density spectrum Pxx(ω) of x[n] is given by the

following equation.

Pxx(ω) =
1

N

∣∣∣∣∣
N−1∑

n=0

x[n]e−jωn

∣∣∣∣∣

2

=
1

N
|X(ω)|2 (4.19)

where, X(ω) is the Fourier transform of x[n]. This form of the power density spec-

trum estimate is called the periodogram which was introduced by Schuster in 1898

[26] to detect and measure hidden periodicities in data. This power density spectrum

estimate Pxx(ω) of the stationary discrete-time random signal x[n] is proportional to

the power density spectrum estimate Sxx(Ω) of the continuous time random signal

xa(t), that is,

Pxx(ω) =
1

T
Sxx(Ω). (4.20)

where, T is the sampling period at which xa(t) is sampled. As can be seen from

page 970 of [25], the variance of the power density spectrum estimate does not decay

to zero as N → ∞. Hence, it can be concluded that the periodogram is not a con-

sistent estimate of the true power density spectrum, that is, it does not converge to

the true power density spectrum. Thus, the classical nonparametric power spectrum

estimation methods formulated by Bartlett (1948) [2], Blackman and Tukey (1958)

[7] and Welch (1967) [29] which makes no assumption about the data sequence are
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used for the estimation of power density spectrum.

4.4.2 Welch’s Method: Averaging Modified Periodogram

This method [29] makes no assumption about how the data were generated and

hence is called a nonparametric method of power spectrum estimation. The nonpara-

metric methods decrease the frequency resolution in order to make the variance in

the spectral estimate as low as possible. In Welch’s method of averaging modified

periodogram, the first step is to divide the N -point data sequence into K overlap-

ping segments with each segment having a length L. R represents the number of

non-overlapping points between consecutive segments. The data segments are thus

represented by,

xi[n] = x[n + iR], 0 ≤ n ≤ L− 1, 0 ≤ i ≤ K − 1 (4.21)

where, iR is the starting point of the ith segment. If R equals L, the segments do

not overlap and if R equals 0.5L, there is 50% overlap between successive segments.

Once the N -point data sequence is subdivided into K overlapping segments, the next

step in the Welch’s method is to window the data segments with a window w [n].

When the window w [n] is not a rectangular window, the spectral estimate obtained

is called the modified periodogram, given by,

P̃ (i)
xx (ω) =

1

LU

∣∣∣∣∣
L−1∑

n=0

xi[n]w[n]e−jωn

∣∣∣∣∣

2

, 0 ≤ i ≤ K − 1 (4.22)
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where, U is the normalization factor for the power in the window function used

and is given by equation 4.23.

U =
1

L

L−1∑

n=0

(w[n])2 (4.23)

For a rectangular window, U is chosen to be 1, while for other window functions

(for which w [n] is normalized to a maximum value of 1), U is in the interval 0 < U

< 1. Thus, periodogram samples can be obtained at discrete frequencies by replac-

ing the discrete-time Fourier transform of w [n]xi[n] in equation 4.22 by the discrete

Fourier transform (DFT). Thus, the equation 4.22 changes to

P̃ (i)
xx (ωk) =

1

LU
|Vi[k]|2 (4.24)

where, Vi[k] is the M -point DFT of w [n]xi[n]. Thus, samples of the periodogram

at DFT frequencies ωk = 2πk/M, for k = 0,1,...,M -1, are obtained using the above

equation 4.24. The value of M has to be greater than or equal to the length of each

segment, L, and appropriate zero-padding needs to be applied to w [n]xi[n] in the

former case.

If the random signal has a nonzero mean, the estimated power density spectrum

will have an impulse at zero frequency. If the mean is relatively large, it will dom-

inate the spectrum estimate and hence obscure the low-amplitude components and

the low-frequency components (near zero frequency). Hence, in practice, the mean is

estimated using
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m̂(i)
x =

1

L

L−1∑

n=0

xi[n] (4.25)

and is subtracted from the random signal before computing the power density

spectrum estimate. This leads to a better estimate at frequencies close to the zero-

frequency although the mean is only an approximate estimate of the zero-frequency

component. Thus, xi[n] used in the preceding equations represents the ith segment

of x[n], with the sample mean m̂(i)
x subtracted from each of its samples. The last step

in Welch’s method of power spectrum estimation is the averaging of the modified

periodograms over the K segments, that is

PW
xx (ωk) =

1

K

K−1∑

i=0

P̃ (i)
xx (ωk), k = 0, 1, ....,M − 1 (4.26)

where, PW
xx(ωk) is the averaged modified periodogram or Welch’s power spectrum

estimate at frequency ωk. The percentage of overlap between successive segments can

be varied in an attempt to reduce the variance of the estimate to as low a value as

possible.

The computation of the power density spectrum estimate of the averaged pressure

data, pavg[n], is done using the Welch method. The averaging is done over, say a 1 h

period, that is, pavg[n] is cut down to only 1 h of data. As mentioned in section 4.3.2,

the window duration has to be at the least 60 s. Hence, a Blackman window of 60

s duration and 50% overlap between successive segments (30 s overlap) is used, that

is, a value of L = 121 and R = 31. Now, pavg[n] is subdivided into segments, pi[n], of

length L with R point overlap between successive segments. Since we are interested

in the microbarom frequency band of 0.1 Hz to 0.5 Hz, it is very important that the
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mean is subtracted from each of the segments (as explained earlier in this section),

that is,

p̃i[n] = pi[n]− 1

L

L−1∑

k=0

pi[k], 0 ≤ i ≤ K − 1 (4.27)

where, p̃i[n] is the zero mean ith segment of pavg[n]. The next step is to window

each p̃i[n] with w [n] and compute the modified periodogram, P̃ (i)
pp (ωk), of all the K

segments given by the equation 4.28.

P̃ (i)
pp (ωk) =

1

LU

∣∣∣∣∣
L−1∑

n=0

p̃i[n]w[n]e−jωkn

∣∣∣∣∣

2

, 0 ≤ i ≤ K − 1, k = 0, 1, ...., M − 1 (4.28)

The final step is the averaging of the modified periodograms over the K segments,

thus obtaining the averaged modified periodogram, PW
pp(ωk). This is the Welch power

spectrum estimate (at frequency ωk) of pressure fluctuations over the selected time

duration of the data, 1 h in our example.

PW
pp (ωk) =

1

K

K−1∑

i=0

P̃ (i)
pp (ωk), k = 0, 1, ....,M − 1 (4.29)

Thus, the power density spectrum estimate SW
pp(Fk), at frequency Fk, of the cor-

responding continuous-time pressure signal pavg(t), using equation 4.20, is given by,

SW
pp (Fk) =

1

Fs

PW
pp (ωk), k = 0, 1, ....,M − 1 (4.30)
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where, Fs is the sampling rate at which pavg(t) is sampled. The corresponding

continuous time frequencies, Fk, of the frequency vector F are obtained from the M -

point (= L, the window length in our case) DFT frequencies ωk using equation 4.31.

F [k] = Fk =
ωkFs

2π
=

ωk

2πT
=

k

MT
, 0 ≤ k ≤ M − 1 (4.31)

where, T is the sampling period of the pressure data and SW
pp(F) has the unit of

Pa2Hz−1. Thus, the two-sided power density spectrum, SW
pp(F), of the pressure data

computed using Welch’s method of averaging modified periodogram is obtained. To

obtain a one-sided power density spectrum, SW
pp(F)is scaled by a factor of 2, which will

be used in the computation of the amplitude and frequency of microbaroms. Hence,

throughout the rest of my thesis, unless explicitly stated, power density spectrum

refers to the one-sided spectrum.

In a similar way, the Welch’s method of averaging modified periodogram can be

used to compute the cross-spectral density, which is the DFT of cross-correlation,

between two N -point sequences x[n] and y [n]. Again, the two sequences are divided

in to K overlapping segments. The cross-periodogram samples for each segment can

be obtained at discrete frequencies (after windowing both the sequences x[n] and y [n])

by modifying equation 4.24 slightly, given by,

P̃ (i)
xy (ωk) =

1

LU
Vi[k]Zi[k] (4.32)

where, Vi[k] and Zi[k] are the M -point DFTs of w [n]xi[n] and w [n]yi[n] respec-

tively. Zi[k] represents the complex conjugate of Zi[k]. Thus, samples of the peri-

odogram at DFT frequencies ωk = 2πk/M, for k = 0,1,...,M -1, are obtained using the
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above equation 4.24. Hence, averaging P̃ (i)
xy (ωk) over the K segments gives the cross-

spectrum estimate, PW
xy(ωk), at frequency ωk. Finally the one-sided cross-spectral

density SW
xy(F) can be obtained in a similar fashion as the one-sided power density

spectrum.

The one-sided cross-spectral density and the individual power spectral density can

be used to determine the coherence function (chapter 8.8.4 of [27]), Γxy(F), given by

equation 4.33.

Γxy(F ) =
SW

xy (F )√
SW

xx(F )SW
yy (F )

(4.33)

The coherence function, Γxy(F), is a measure of the extent to which the signals x

and y are correlated at each frequency.

4.5 Computation of Microbarom Amplitude and Frequency

A typical power density spectrum of pressure fluctuations (when microbaroms

are observed) contains a distinct peak: the existence of such a distinct peak in the

microbarom frequency range of 0.15 Hz to 0.3 Hz confirms the occurrence of micro-

baroms. The frequency corresponding to this peak is considered the peak microbarom

frequency. Since the energy of the microbarom is spread over the frequency band of

0.15 Hz and 0.3 Hz, the centroid frequency in the microbarom band is a better esti-

mate of the microbarom frequency. When such a peak appears in the power density

spectrum, confirming the existence of microbaroms, the power in the microbarom

frequency band is computed and hence the amplitude of the microbarom. In this

section, the methods of computing the microbarom amplitude and frequency are ex-
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plained.

In the adaptive frequency band method, the averaged modified periodogram,

SW
pp(F), is checked for the presence of a distinct peak in the microbarom frequency

range of 0.15 Hz to 0.3 Hz. Once a peak is detected, the lower cutoff frequency of the

microbarom band is fixed as the frequency (less than the peak frequency) at which

the power spectral density attains a minimum. This is important because the power

in the gravity wave band, sometimes, might contribute towards the amplitude of the

microbaroms and hence,leading to its over-estimation. The upper cutoff frequency

is fixed at 0.3 Hz. Then the power in the adaptive frequency band and the centroid

frequency are computed and finally the amplitude of the microbaroms. In the case

of non-occurrence of a microbarom peak, the microbarom centroid frequency and the

amplitude are considered NaN, that is, Not a Number.

Another straightforward method (constant frequency band method) is to have the

microbarom amplitude and centroid frequency computed over a constant frequency

band of 0.1 and 0.3 Hz. The centroid frequency of the microbaroms, Fmb, is computed

using the equation below.

Fmb =

∑Fu
k=Fl

SW
pp (Fk)Fk∑Fu

k=Fl
SW

pp (Fk)
(4.34)

Fu and Fl represents the upper and lower cutoff frequencies of the microbarom

band for the two methods used. The amplitude of the microbarom, if any, is com-

puted by first computing the power, Pmb, in the microbarom frequency band using

the equation below.
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Pmb =
Fu∑

k=Fl

SW
pp (Fk)∆F (4.35)

∆F is the spacing between two adjacent frequency points in the power spectral

density. Having computed the power in the microbarom frequency band, the next

step is to obtain the RMS amplitude of the microbarom, Amb, using the relation below.

Amb =
√

2Pmb (4.36)

A time stamp, corresponding to the mid-time of the 1 h interval for which the

periodogram is computed, is assigned to both Amb and Fmb. Thus, time series of the

microbarom centroid frequency and amplitude are obtained by repeating the same

procedure explained above for successive 1 h averaged modified periodograms.

4.6 Spectrogram

Spectrogram is an image that demonstrates the variation of power density spec-

trum of a signal with time. The most common format is a plot with two geometric

dimensions: the horizontal axis representing the time and the vertical axis repre-

senting the frequency. A third dimension that shows the intensity (amplitude) at a

particular frequency at a particular time is represented by the color of that point

in the image. It is also common to use varying intensities of the same color (like

grayscale) instead of different colors. In some applications, it is common to represent

the amplitude as the height of a 3D surface instead of varying intensity or color. Both

the frequency axis and the intensity (amplitude) can be expressed in logarithmic and
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linear scales. Spectrograms are generated from discrete sampled data by first com-

puting the magnitude of the power density spectrum during a particular time interval

using the Fourier transform. Power density spectrum for consecutive time intervals

are then plotted as an image to form the spectrogram. In this section, the process of

obtaining the spectrograms of the pressure fluctuations in the microbarom frequency

band is explained.

The 1 h averaged modified periodograms computed in section 4.4.2 will be used in

obtaining the spectrogram of the pressure fluctuations in the microbarom frequency

band. Each 1 h modified averaged periodogram is assigned a time stamp correspond-

ing the the mid-time of the 1 h interval. Thus, a matrix, SW
pp(F,t), containing the

values of SW
pp(F) as a function of time t is produced. Also the corresponding frequency

array, F, of the periodogram, and the time stamp array, t, are formed. The final step

is to plot the matrix SW
pp(F,t) as an image with the horizontal and vertical axes values

determined by the arrays t and F respectively. The values of SW
pp(F,t) can be nor-

malized to a constant reference value and these values are represented by different

colors. The spectrograms serve as a useful tool for analyzing the variation of spectral

characteristics of signals with time.
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CHAPTER 5

RESULTS AND INTERPRETATION

In this chapter, the results obtained from the analysis of the data are presented

and interpreted. In the first section, the first observations of ocean generated atmo-

spheric infrasound (”microbaroms”) using a single absolute barometer are presented.

In the second section, the temporal variations of the frequency and amplitude of the

microbaroms are analyzed and interpreted. The third and last section of this chapter

addresses the overall performance of the barometers and the effectiveness of the Digi-

Port. Throughout this chapter, all times will be specified in Eastern Standard Time

(EST). EST is preferred because the objective is to use a standard time based only

on geographical location and solar time. Since daylight saving time is an artificially

set time only during the summer months, EST will be used. EST is preferred over

UTC because it gives a feel of the natural phenomena that we observe with respect

to the local time.

5.1 First Observations of Microbaroms using Single Absolute
Barometers

As described in chapter 2, microbaroms are generated by standing or nearly stand-

ing ocean surface waves, that is, superpositions of ocean surface waves, with nearly

the same frequency and amplitude propagating in nearly opposite directions. Micro-

baroms have a typical frequency of 0.2 Hz, twice the frequency of the surface waves

that generate them. In this section the first observations of microbaroms using a
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Figure 5.1. Raw pressure time series over a 2-hr time interval: measured with three
collocated barometers on March 18, 2008 between 0400 and 0600 EST.

single absolute barometer are reported.

Figure 5.1 shows the time series of pressure measured by the three barometers

between 0400 and 0600 EST on 18 Mar, 2008. The signal in blue is measured by

the barometer with the DigiPort while the other two are measured by the barome-

ters without the DigiPort. All the three barometers had their internal clock counter

frequency quadrupled. In order to get an estimate of the relative accuracy between

the sensors for short temporal-scales, the time series of the difference between each

pair of the signals (in Figure 5.1) are shown in figure 5.2. The difference is almost

constant with time between all the three pairs. The mean values of the black, red

and blue curves are 1.990 Pa, -1.0803 Pa and -0.9097 Pa with standard deviations

of 0.0289 Pa, 0.0371 Pa and 0.0289 Pa respectively. Fluctuations with periods up to

about 3 minutes can be seen in the blue and red curves while only high frequency

fluctuations can be observed in the black curve. This observation is consistent with
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Figure 5.2. Time series of the difference between the three signals of figure 5.1: The
mean values are 1.990 Pa, -1.0803 Pa and -0.9097 Pa with standard deviations of 0.0289
Pa, 0.0371 Pa and 0.0289 Pa respectively. When the barometer with DigiPort is involved,
trends on the order of 1-3 min can be observed.

the fact that the two barometers without the DigiPort measure the pressure inside

the travel trailer while the barometer with the DigiPort measures the pressure outside

the trailer. The relatively low frequency fluctuations observed in the red and blue

curves of figure 5.2 is related to the wind speed outside the trailer, which will be

shown later in this chapter. It can be concluded from figures 5.1 and 5.2 that the

relative accuracy between these barometers is of the order of a few pascals (few tenths

of a microbar).

Figure 5.3 shows the power spectral density of the signals measured by the three

barometers (shown in figure 5.1) between 0400 and 0600 EST on 18 Mar, 2008. The

power spectral density was computed using the Welch’s method of modified averaged

periodogram with a Blackman window of 60 s width and 30 s overlap. A peak in the

power spectral density can be observed at a frequency of about 0.18 Hz for all the three
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Figure 5.3. Power spectral density of the data in figure 5.1. The RMS amplitudes of the
microbaroms measured by the three barometers are 0.044236 Pa, 0.044163 Pa and 0.044580
Pa respectively.

signals, which falls in the microbarom frequency band. This affirms the detection of

ocean generated infrasound (microbaroms) using a single absolute barometer. The

RMS amplitude of the detected microbaroms was computed by integrating the power

spectral density between 0.1 Hz (the trough) and 0.3 Hz and the values obtained are

0.044236 Pa, 0.044163 Pa and 0.044580 Pa respectively for the black, blue and red

curves. The RMS amplitudes of the microbaroms detected by the three barometers

are accurate down to few nanobars. The RMS amplitudes of the uncorrelated noise

(estimated from the nearly flat asymptote at high frequencies) for a bandwidth of 1

Hz are 0.010564 Pa, 0.00966 Pa and 0.01242 Pa respectively. These values indicate

the capability of these barometers to detect pressure fluctuations down to a about

fifty nanobars (0.05 µbar). This detection amplitude of the barometer is about three

times lower than the detection amplitude of a single sensor used in [20], the only re-

ported detection of microbaroms using an array of absolute barometers. In fact, the

detection amplitude of the barometer used here is about the same as the detection

50



04:00:00 04:30:00 05:00:00 05:30:00 06:00:00
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

EST (hh:mm:ss)

Pr
es

su
re

 (P
a)

Figure 5.4. Bandpass filtered time series of data in figure 5.1 for barometer #103946.

amplitude of the complete array of barometers (Model 216B-250 manufactured by

Paroscientific, Inc.) used in [20].

Figure 5.4 shows the bandpass filtered time series of the data (red) in figure 5.1.

A Blackman window was used and the lower and upper cut-off frequencies of the

filter were 0.1 and 0.5 Hz respectively. Although the individual microbaroms cannot

be resolved in the figure, temporal variations of the amplitude of the microbaroms

can be observed from the envelope of the bandpass filtered microbaroms: oscillations

of about 6 min periods can be seen between 0530 and 0600. The observed temporal

variations can be attributed to the variations in temperature and wind of the upper

atmosphere [12].

Figure 5.5 shows the zoomed-in pressure data over the boxed section of figure

5.1. The top plot is the actual zoomed-in section while the bottom plot is the mean

removed version of the top plot. Microbaroms with peak amplitudes of less than 0.1
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Figure 5.5. The data within the 3-min long time window indicated by the rectangle in
figure 5.1. The top plot shows the actual data within the 3-min window. The bottom plot
is the mean removed version of the top plot. Microbaroms with peak-to-peak amplitudes
less than 0.1 Pa can be observed.

Pa can be observed in all the three time series (especially in the bottom plot). Figure

5.6 shows the power spectral density of the signals measured by the three barome-

ters (shown in figure 5.5) between 0533 and 0536 EST on 18 Mar, 2008. Again, the

Welch’s method of modified averaged periodogram with a Blackman window of 60

s width and 30 s overlap was used. During this 3 min segment, two peaks in the

power spectral density can be observed at about 0.17 Hz and 0.26 Hz respectively.

This would mean that during this interval there were microbaroms detected from two

different sources or there was some kind of frequency modulation of the microbaroms

generated from a single source.

Figure 5.7 shows the bandpass filtered time series of the data in figure 5.5. A

Blackman window was used and the lower and upper cut-off frequencies of the filter

were 0.1 and 0.5 Hz respectively. Two microbarom periods of about 6.6 s and 3.7
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s can be observed as one would expect from the power spectral density (figure 5.6).

Between 05:33:45 and 05:34:15 EST, approximately 3.7 s period microbaroms can be

observed followed by 6.6 s period microbaroms until 05:34:55 EST. These time peri-

ods agree very well with the peak frequencies observed in the power spectral density

(figure 5.6). It is apparent from the figure that microbaroms with the higher fre-

quency have lower amplitudes than the microbaroms with the lower frequency. This

observation is consistent with what we see in figure 5.6.

Figure 5.8 shows the time series of the difference between the each pair of the

signals shown in figure 5.5. The difference is nearly constant over the entire interval

of 3 min which indicate that this was a relatively calm period. The mean values are

1.9980 Pa, -1.0946 Pa and -0.9034 Pa with standard deviations of 0.0193 Pa, 0.0348

Pa and 0.0270 Pa respectively for the black, red and blue curves.

Figure 5.9 shows the time series of pressure measured by barometer #103947 from

1900 EST on 14 Mar, 2008 to 1900 EST on 20 Mar 2008 and figure 5.10 shows the

spectrogram of the time series (in figure 5.9). For all spectrograms presented in this

chapter, power spectral densities are computed over every successive 30 min periods

using the Welch’s method of modified averaged periodogram with a Blackman win-

dow of 60 s width and 30 s overlap, that is for each frequency there is one power

spectral density estimate every 30 min. The colorbar in figure 5.10 shows the power

spectral density values in dB. The data is normalized such that 0 dB corresponds to

0.1 Pa2/Hz, that is deep red color in the spectrogram indicates highest intensity and

deep blue color represents lowest intensity. Other colors, as indicated in the colorbar,

represent the intensity between the two extremes. It can be observed that during the

15, 17 and 20 Mar (figure 5.9), pressure fluctuations with strong amplitudes occur. In

general, high pressure areas are characterized by clear skies and calm weather while
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Figure 5.6. Power spectral density of the data in figure 5.5. The RMS amplitudes
of the microbaroms measured by the three barometers are 0.047616 Pa, 0.045430 Pa and
0.044709 Pa respectively. There are two microbarom peaks which could be due to frequency
modulation of the microbarom frequency or due to microbaroms from two different sources.
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Figure 5.7. Bandpass filtered time series of data in figure 5.5. Two microbarom time
periods of about 6.6 s and 3.7 s can be observed which is expected from figure 5.6. Also the
three time series track each other very closely.
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Figure 5.8. Time series of the difference between the three signals of figure 5.5. The
mean values are 1.9980 Pa, -1.0946 Pa and -0.9034 Pa with standard deviations of 0.0193
Pa, 0.0348 Pa and 0.0270 Pa respectively.

low pressure areas are characterized by stormy weather. Hence, from figure 5.9, one

would expect stormy weather on the 15 and 20 Mar. This is exactly what the spec-

trogram in figure 5.10 indicates, where in high intensity pressure fluctuations can be

seen up to 0.25 Hz on the 15th and 1 Hz on the 20th. During the 17th, although there

is no observation of low pressure (figure 5.9), there are strong pressure fluctuations

observed which are due to strong winds. This is also consistent with the observations

from the spectrogram in figure 5.10. Such stormy periods obscure the microbaroms

in the data. Even though figure 5.10 indicates that the storm during the 15th was not

as intense as the one during the 20th, it is strong enough to obscure the observation

of microbaroms.

Figure 5.11 shows the horizontal wind speed time series from 1900 EST on 14

Mar, 2008 to 1900 EST on 20 Mar 2008. The 32 Hz anemometer data has been aver-

aged over 30 min intervals such that there is one data point every 30 min. The mean
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Figure 5.9. The raw pressure time series between 1900 EST on 14 Mar and 1900 EST on
20 Mar 2008.

horizontal wind speeds during the stormy periods on the 15th, 17th and 20th were

0.5287 ms−1, 0.7812 ms−1 and 0.7716 ms−1 respectively. These winds with relatively

high mean wind speed (Note: These winds were measured on the ground next to the

trailer, which was located in a wooded area.) induce pressure fluctuations that are

broad band and strong enough to obscure the microbaroms. During the rest of the

periods, when the horizontal wind speed is less than 0.5 ms−1, microbaroms can be

observed clearly as a peak in the intensity around 0.2 Hz. The temporal amplitude

variations of the microbaroms can be seen from the spectrogram with the micro-

baroms showing up in different colors from orange down to light blue. The temporal

variation in frequency of the microbaroms can also be observed from the spectrogram.

Analysis and interpretation of the temporal variations of the frequency and amplitude

of the microbaroms will be presented in the next section.
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Figure 5.10. Spectrogram of data in figure 5.9. The colorbar shows the power spectral
density values in dB. The data is normalized such that 0 dB corresponds to 0.1 Pa2/Hz.
Strong microbaroms are observed and the observations are consistent with the raw data in
figure 5.9.
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Figure 5.11. Horizontal wind speed time series between 1900 EST on 14 Mar and 1900
EST on 20 Mar 2008.
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5.2 Temporal Variations of the Amplitude and Frequency of
the Microbaroms

In the previous section, especially in figure 5.10, the temporal variations in fre-

quency and amplitude of the microbaroms are evident. In this section, an attempt is

made to interpret such observed temporal variations.

Figure 5.12 shows the time series of pressure measured by barometer #103947

from 1900 EST on 25 Feb, 2008 to 1900 EST on 11 Mar 2008. The tick marks on

the x axis denote the beginning of a day. From Fig 5.12 one would expect stormy

and windy conditions (thunderstorms) during the low pressure periods on the 27th,

28th 5th and the 9th. It is also expected, from figure 5.12, that strong winds would

have prevailed during parts of the 2nd, 3rd, 4th, 6th, 7th and the 11th since we have

significant changes in pressure during these periods. This can be confirmed from fig-

ures 5.13 and 5.14. Figure 5.13 shows the spectrogram of the time series (in figure

5.12). As before, the spectrogram is normalized such that 0 dB corresponds to a

power spectral density value of 0.1 Pa2/Hz. The time series of the centroid frequency

of the microbaroms, computed as explained in section 4.5, is plotted (in white) over

the spectrogram in figure 5.13. Figure 5.14 shows the time series of horizontal wind

speed during the same time period. Microbaroms can be observed from the spectro-

gram during periods where there was relatively constant pressure (changes of a few

hPa) and low wind speeds. In fact, no microbaroms are observed when the horizontal

wind speed exceeds 0.5 ms−1. It is evident, from this spectrogram (figure 5.13) also,

that there are temporal variations in the frequency and amplitude of the microbaroms.

In order to explain the temporal variation of the frequency of the microbaroms,

the wind speed time series (figure 5.14) is analyzed and related to the centroid fre-

quency in the spectrogram (figure 5.13). Usually during periods of strong winds we
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Figure 5.12. Raw pressure time series between 26 Feb and 11 Mar 2008.

EST (dd)

Fr
eq

ue
nc

y 
(H

z)

 

 

26 27 28 29 01 02 03 04 05 06 07 08 09 10 11
0

0.1

0.2

0.3

0.4

0.5

0.6

−25

−20

−15

−10

−5

0

Figure 5.13. Spectrogram of data in figure 5.12 with the centroid frequency. The Colorbar
shows the PSD values in dB. The data is normalized such that 0 dB corresponds to 0.1
Pa2/Hz. The observations are consistent with figure 5.12 and also the centroid frequency
agrees very well with the spectrogram.
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Figure 5.14. Horizontal wind speed time series between 1900 EST on 25 Feb and 1900
EST on 11 Mar 2008.
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Figure 5.15. Zoomed-in segment of figures 5.13 and 5.14 between 06 Mar and 09 Mar
2008. There seems be a very nice inverse relationship between the wind speed and the
microbarom centroid frequency.
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have longer waves than during the calm periods. Thus during periods of strong winds

the frequency of the microbaroms should be less than the frequency of microbaroms

during calm periods. This fact is consistent with the observations from figures 5.13

and 5.14: there is an inverse relationship between the wind speed and the microbarom

frequency. To support the observation, we zoom in to a 3 days segment, between 06

Mar and 09 Mar 2008, of figures 5.13 and 5.14 (shown in figure 5.15). The y axis of

the spectrogram (top plot) has been limited between 0.1 Hz and 0.4 Hz. It is quite

obvious that there is no observation of microbaroms when the wind speed exceeds 0.5

ms−1. Just before noon on the 6th, when the wind speed rapidly increases, a rapid

decrease in the microbarom frequency can be observed. Again during the morning of

the 7th, when the wind speed reaches its minimum value, the microbarom frequency

reaches its maximum. Thus, there is an obvious inverse relationship between the

horizontal wind speed and the microbarom frequency over significant periods of time,

if not always.

Figure 5.16 shows the time series of microbarom RMS amplitude between 1900

EST on 25 Feb and 1900 EST on 11 Mar 2008. The amplitudes are computed over

non-overlapping 30 min segments using the algorithm described in section 4.5. The

black curve in the top plot represents the amplitude computed within a constant

frequency band (0.1 - 0.3 Hz) irrespective of whether microbaroms are detected or

not. The red curve represents the amplitude computed, only when microbaroms are

detected, within an adaptive frequency band (section 4.5) with its upper cut-off fre-

quency fixed at 0.3 Hz. The bottom plot shows only the RMS amplitude computed

using the adaptive algorithm. The amplitudes are consistent with the observations

from figure 5.13. Also, the two time series track each other very closely during periods

when microbaroms are actually detected. A semidiurnal (period of 12 h) variation

in amplitude (red curve) can be seen on the 7th and 11th in figure 5.16 which may

61



25 26 27 28 29 01 02 03 04 05 06 07 08 09 10 11 12
0

0.1

0.2

0.3

0.4

0.5

EST (dd)

Am
pli

tud
e (

Pa
)

 

 
constant band
adaptive band

25 26 27 28 29 01 02 03 04 05 06 07 08 09 10 11 12
0

0.02

0.04

0.06

0.08

0.1

0.12

EST (dd)

Am
pli

tud
e (

Pa
)

Figure 5.16. Microbarom amplitude time series of data in figure 5.12. The observations
are consistent with figure 5.13. The amplitude computed within the adaptive frequency
band has ’NaN’ values when no microbaroms are observed.
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Figure 5.17. Zoomed-in version of the spectrogram in figure 5.12.
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Figure 5.18. Zoomed-in version of microbarom amplitude time series of figure 5.16
corresponding to figure 5.17. The observations agree very well with that of figure 5.17.

be attributed to the semidiurnal atmospheric tides in the upper atmosphere. Figures

5.17 and 5.18 shows the segment between 06 and 09 Mar, 2008, of figures 5.13 and

5.16 respectively. The peak amplitude of the microbaroms observed in figure 5.18

around the beginning of 7 Mar, 2008 can be noticed in figure 5.17 as well. The power

spectral density value changes in color from light blue (minimum) to orange (at the

peak during the beginning of 7th) and shifts gradually back to light blue. The de-

creasing amplitude early in the morning of the 8th is observed in both figures 5.17 and

5.18. Thus, the microbarom amplitude time series is consistent with the spectrogram.

The explanation of the observed temporal variations in the amplitude of the mi-

crobaroms has been adapted from [12], assuming that the source intensity is constant.

Microbaroms are sound waves that propagate at the speed of sound. These waves

propagate through waveguides (sound channels) created in the atmosphere. At any

height above ground, the effective speed of sound is a function of both the temperature
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and wind. As we move up from the surface to the upper atmosphere strong vertical

gradients of temperature and wind may exist. Some level in the upper atmosphere,

where the speed of sound matches with the speed of sound at the ground, acts as the

upper boundary for the sound duct (the lower boundary being the ground). When

the microbaroms are radiated by the ocean in all directions (predominantly in the

vertical), these waves get reflected back and forth between the two boundaries of the

sound channel, when the incident angle is greater than the critical angle. Thus, differ-

ent points on the ground receive the microbaroms after one or more upper boundary

reflections.

Microbaroms undergo some loss in intensity as they propagate through the at-

mosphere. The higher the altitude of the upper boundary of the sound channel, the

greater will be the viscous damping and hence the greater will be the loss in intensity

of the microbaroms. The temporal variation in the amplitude of the microbaroms

can be attributed to the temporal variation in the altitude of the upper boundary of

the sound channel. On the basis of temperature alone, the upper boundary of the

sound channel is at about 110 km (Fig 2 of [12]). Short-term temperature and wind

fluctuations may cause the altitude of the upper reflection boundary layer to change

significantly. Such temperature and wind fluctuations in the upper atmosphere are

affected by factors like the prevailing winds (depends on the season), atmospheric

tides and gravity waves. In order to understand the temporal variations of the am-

plitude of the microbaroms, it is very important to know the temperature and wind

field structure of the upper atmosphere.

Figures 5.19 and 5.20 confirm the effectiveness of the adaptive algorithm used

to compute the microbarom centroid frequency and amplitude. Figure 5.19 shows

no presence of microbaroms and hence the algorithm assigns NaN (Not a Number)
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Figure 5.19. Power spectral density of barometer #103946 between 1430 and 1500 EST
on 06 Mar 2008. Since no microbaroms are observed, the value ’NaN’ is assigned to the
microbarom amplitude which can be seen in Fig 5.18.
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Figure 5.20. Power spectral density of barometer #103946 between 0000 and 0030 EST
on 07 Mar 2008. Since microbaroms are observed, the microbarom amplitude is computed
which can be seen in Fig 5.18.
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Figure 5.21. Time series of the difference between the three signals between 1900 EST on
15 Mar, 2008 and 1900 EST on 19 Mar, 2008. The mean values are 1.6894 Pa, -0.7242 Pa
and -0.9652 Pa with standard deviations of 0.1654 Pa, 0.2958 Pa and 0.2742 Pa respectively.

values to the microbarom frequency and amplitude (shown in figures 5.18 and 5.15).

Alternatively, figure 5.20 shows the presence of microbaroms and hence the algorithm

computes the amplitude and frequency of the microbaroms (figures 5.18 and 5.15)

which are consistent with the observations from the spectrogram (figure 5.17) and

the power spectral density (figure 5.20).

5.3 Performance of the Barometers and the DigiPort

In this section, results that describe overall performance of the barometers will be

presented and interpreted.

To estimate the relative error in measurement between the barometers and to

observe its variation with time (large-scales), if any, the time series of the difference
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Figure 5.22. Horizontal wind speed and temperature time series between 1900 EST on
15 Mar, 2008 and 1900 EST on 19 Mar, 2008.
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Figure 5.23. Time series of figure 5.21 shown in three separate subplots. For each subplot,
the y-axis is limited between ±3σ from the respective mean values. Legends are the same
as in figure 5.21.
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between the three pairs of barometers is shown in figure 5.21. The mean values of the

black, red and blue curves are 1.6894 Pa, -0.7242 Pa and -0.9652 Pa with standard

deviations of 0.1654 Pa, 0.2958 Pa and 0.2742 Pa respectively. Figure 5.22 shows

the wind and temperature time series during the same time range as figure 5.21. It

is evident that during periods of strong winds, the fluctuations of the red and blue

curves in figure 5.21 have greater amplitudes than the black curve, which is expected

considering the fact that the two barometers without the DigiPort measure the pres-

sure inside the trailer while the barometer with the DigiPort measures the pressure

outside the trailer. Figure 5.23 shows the three time series of figure 5.21 in three

separate subplots. For each subplot, the y axis has been limited between ±3σ from

the respective mean values. The black and red curves show similar, but with different

sign, changes over time scales of the order of few hours while the blue curve appears to

be fairly constant over the exact same time scales. These changes are strongly related

to the changes in temperature shown in figure 5.22. It can be seen that the red and

black curves reach their minimum and maximum respectively when the temperature

reaches its minimum (early morning of 18 Mar). Also, when the temperature reaches

its maximum after noon on the 18th, the black and red curves reach their minimum

and maximum respectively. This implies that there was something partially or com-

pletely wrong with the temperature compensation of the barometer #103946.

Random errors [28] are always present in a measurement system and cannot be

eliminated. While random errors are unpredictable, systematic errors are predictable.

Systematic errors [28] in a measurement system are mostly constant or proportional

to the true value being measured and are usually caused by imperfect calibration of

measurement instruments. Small systematic errors are inherent to almost all mea-

surement systems. Thus, the sources of the random errors in the measurement of

pressure using these barometers are the wind and temperature (when temperature
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#103946, 10 Hz, VP=4, No Digiport #102607, 10 Hz, VP=4, Digiport

Figure 5.24. Power spectral density between 0400 and 0600 EST on 18 Mar 2008. The
mean wind speed during this period is 0.3013 m/s. The barometer with the DigiPort has a
detection amplitude of 0.012425 Pa while the barometer without DigiPort has a detection
amplitude of 0.010124 Pa.

compensation goes wrong). The observed mean values of the difference between the

signals measured by each pair of barometers can be attributed to the systematic er-

rors inherent to the barometers. It can be concluded from figure 5.21 that the relative

error in measurement (random and systematic) between these barometers is of the

order of a few pascals (few tens of a microbar).

To study the effectiveness of the DigiPort that is expected to reduce wind induced

pressure fluctuations considerably, power spectral density is computed during one

calm and one stormy period of time. Figure 5.24 shows the power spectral density of

the signals measured, by the barometers with and without the DigiPort, during the

interval between 0400 and 0600 EST on 18 Mar 2008 when the mean wind speed was

0.3013 ms−1. It can be seen that the barometer with the DigiPort (red curve) has a

higher detection amplitude than the barometer without the DigiPort (black curve).
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#103946, 10 Hz, VP=4, No Digiport #102607, 10 Hz, VP=4, Digiport

Figure 5.25. Power spectral density between 1200 and 1400 EST on 17 Mar 2008. The
mean wind speed during this period is 1.0391 m/s. The barometer with the DigiPort has
a detection amplitude of 0.09585 Pa while the barometer without DigiPort has a detection
amplitude of 0.03104 Pa.

The values are 0.012425 Pa and 0.010124 Pa respectively for the red and black curves.

Fig 5.25 shows the power spectral density of the signals measured, by the barom-

eters with and without the DigiPort, during the interval between 1200 and 1400 EST

on 17 Mar 2008 when the mean wind speed was 1.0391 ms−1. It can be seen that

the barometer with the DigiPort (red curve) has a much greater detection amplitude

than the barometer without the DigiPort (black curve). The values are 0.09585 Pa

and 0.031041 Pa respectively for the red and black curves. Thus, it is clear that the

detection amplitude increases as the wind speed increases, for both the barometers,

which is as expected.

To illustrate the variation of detection amplitude (”noise floor”) with wind speed

over a longer time range, Figure 5.26 is presented which shows the spectrogram of
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the signals measured by the three barometers between 1900 EST on 14 Mar, 2008

and 1900 EST on 20 Mar, 2008. The top plot is for barometer 103947 (no DigiPort),

the middle plot is for barometer #103946 (no DigiPort) and the bottom plot is for

barometer #102607 (with DigiPort). The spectrograms are normalized such that 0

dB maps to 0.1 Pa2/Hz. It is clear that during periods of strong winds, especially

the 17th and the 20th (figure 5.22), we see relatively higher noise floor (for all three

barometers) than the rest of the periods. Another important observation from figure

5.26 is that the barometer with the DigiPort (bottom plot), in general, has a higher

noise floor than the other two. Also during windy conditions (especially on the 17th

and the 20th), the barometer with the DigiPort (bottom plot) has a much greater noise

floor than the other two barometers. For instance, on the 17th the barometer with the

DigiPort has a noise floor of approximately 0.095 Pa while the other two barometers

have noise floors of about 0.035 Pa each. This implies that the travel trailer, owing

to its much larger size than the DigiPort, reduces wind induced pressure fluctuations

better. The previous statement assumes that the addition of a DigiPort would make

the barometer less susceptible to wind induced pressure fluctuations than a naked

barometer installed outside the travel trailer, that is the DigiPort indeed helps re-

duce wind induced pressure fluctuations.

It can also be seen (in Fig 5.26), that the two barometers without the DigiPort

themselves, at times, have significantly different noise floors. For instance, before

noon on the 19th the noise floor of barometer #103947 is nearer to the noise floor

of barometer #102607 (with DigiPort) than the barometer 103946. Such a signifi-

cant difference in the noise floors between the two barometers inside the travel trailer

could possibly be due to the individual locations of the barometers inside the trailer.

Although the barometers were placed only a few centimeters apart on a table (near

a window) inside the trailer, it is possible that the two barometers were placed such
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that one was closer to the window than the other, which could mean that the one

closer to the window would have a higher noise floor. Another plausible situation

would be that the two barometers were placed near the two ends of the window and

that the direction of the wind accounts for the different noise floors observed. Further

research needs to be carried out to arrive at a conclusion as to what causes the sig-

nificant differences in noise floor between the two barometers inside the travel trailer.

Figure 5.27 shows the coherence spectrogram between the signals measured by

the three barometers between 1900 EST on 14 Mar, 2008 and 1900 EST on 20 Mar,

2008. The top plot is for the barometer pair #103947 (no DigiPort) and #103946

(no DigiPort), the middle plot is for the barometer pair #103946 (no DigiPort) and

#102607 (with DigiPort), and the bottom plot is for the barometer pair #102607

(with DigiPort) and #103947 (no DigiPort). The colorbar represents the values of

the coherence spectrum (between 0 and 1). It is clear that during the periods of

strong winds (esp. 17th and 19th), the coherence between signals measured by the

barometer with the DigiPort and the barometer without the DigiPort falls below 0.4

for frequencies above 0.4 Hz (middle and bottom plots). This again implies that the

travel trailer filters out the wind induced pressure fluctuations better than the Digi-

Port. During calm periods, when microbaroms are detected, the peak in coherence

between each pair of signals show up in deep red color in the microbarom frequency

band (all three plots). Also, during windy periods, the fact that there is very high

coherence up to 0.5 Hz between the signals measured by the two barometers without

the DigiPort (top plot), confirms that the trailer does not filter out the wind induced

pressure fluctuations completely.

The travel trailer filters out a significant portion of the wind induced pressure

fluctuations (middle and bottom plot) at frequencies greater than 0.1 Hz during the
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Figure 5.26. Spectrogram of the signals measured by the three barometers between 1900
EST on 14 Mar, 2008 and 1900 EST on 20 Mar, 2008: Top plot is for barometer #103947
(no DigiPort), the middle plot is for barometer #103946 (no DigiPort) and the bottom plot
is for barometer #102607 (with DigiPort).
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ters between 1900 EST on 14 Mar, 2008 and 1900 EST on 20 Mar, 2008: Top plot is for the
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early hours of 19th, however there is no indication of a peak in coherence showing

the presence of microbaroms. This means that, microbaroms either do not reach the

ground, due to elevation of the waveguide through which they propagate [12], or they

are completely obscured by the strong winds.

Thus, to summarize the performance of the barometers and DigiPort, the relative

error in measurement between two barometers placed a few centimeters apart is of

the order of a few pascals (few tenths of a microbar). The noise floor (detection

limit) of the barometer with the digiport ranges approximately between 0.1 micro-

bars during calm conditions and about 1 microbar during stormy conditions. The

noise floor of the naked barometers placed inside the travel trailer ranges approxi-

mately between 0.1 microbars during calm conditions and about 0.4 microbar during

stormy conditions. Thus, the travel trailer provides a better shield from wind induced

pressure fluctuations. The detection limit of both, the barometer with the DigiPort

and the naked barometer inside the trailer, is approximately 0.1 microbars during

calm weather conditions. Hence for the purpose of detection of microbaroms during

relatively calm weather, which is the only condition during which these barometers

have detected microbaroms, the choice of using a barometer with DigiPort or a naked

barometer inside a closed structure (like the trailer) is insignificant.

75



CHAPTER 6

CONCLUSIONS AND DISCUSSIONS

In this chapter, the important results from the previous section are listed and then

the conclusions are presented. Then, the scope of further research pertaining to the

arrived conclusions is discussed.

The results presented in the previous chapter demonstrate the capability of an

individual absolute quartz-crystal barometer (Intelligent Transmitters Series 6000,

manufactured by Paroscientific, Inc.) to detect microbaroms. This is the first time

that microbaroms have been detected using single absolute barometers. During calm

weather conditions, that is when the wind speed is less that 0.5 ms−1, the detection

limit of a single barometer has been observed to be about 0.005 Pa (50 nanobars),

which is about 3 times smaller than that of a single barometer used in [20]. In fact,

the observed detection limit was about the same as the detection limit of the array

of 28 barometers (Model 216B-250 manufactured by Paroscientific, Inc.) used in [20].

Such a low noise floor allows for the detection of even weak intensity microbaroms by

a single barometer, as shown in figure 5.15, provided the wind is not strong.

The time series of bandpass filtered microbaroms and the spectrograms presented

in the previous chapter showed the temporal variations of the amplitude and fre-

quency of the microbaroms. The variations in frequency, during significant periods

of time, were related to the horizontal wind speed in the lower troposphere. The

observed temporal amplitude variations of the microbaroms showed that maximum

76



intensity microbaroms had been observed close to midnight on some days. Also,

there had been a couple of days when the amplitudes were either constantly strong or

constantly weak during the entire day. However, these observations did not directly

relate to the observations in [12]. Also, there were no observation of microbaroms by

any of the barometers (with and without DigiPort) when the wind speed was higher

than 0.5 ms−1. During such stormy periods, microbaroms could not be observed even

in the coherence spectrum between each pair of the barometers. Hence, with these

barometers, it is possible to detect microbaroms only during periods when the wind

speed is relatively less.

The relative accuracy between the barometers was of the order of a few pascals

(few tens of a microbar) with the accuracy being better during moderate and low

wind periods. The detection amplitude of the barometer, with a DigiPort connected

to it, ranged approximately between 0.05 microbars during calm conditions and 1.0

microbar during stormy conditions, and that of the naked barometer ranged approx-

imately between 0.05 microbars during calm conditions and 0.4 microbars during

stormy conditions.

Hence, it can be concluded that these absolute quartz-crystal barometers can be

used extensively as an effective and relatively inexpensive method for the detection

of microbaroms. Microbarom detection, as mentioned in chapter 1, gives great scope

for further research in many fields like hurricane and cyclone tracking [16] and re-

mote sensing of the wind and temperature of the upper atmosphere [12][23]. Also, it

was clear that the travel trailer makes the naked barometers less susceptible to wind

induced pressure fluctuations than the DigiPort. Considering the fact that micro-

baroms had been observed only during relatively calm weather conditions and that

their RMS amplitudes measured by the three barometers are accurate down to few
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tens of nanobars, the choice of using a barometer with DigiPort or a naked barometer

inside a relatively large structure (like the trailer or a car) is insignificant for the pur-

pose of detection of microbaroms. There is hope that the distribution of several such

barometers to form a three dimensional infrasound network will make microbarom

observation possible even during periods of relatively strong winds.

The main requirement for hurricane tracking is the accuracy with which the ar-

rival azimuth of the microbaroms are determined. As a first step towards hurricane

or cyclone tracking, an overnight experiment was conducted on 16 Jun, 2009, where

in three cars equipped with one of these barometers (without digiport) were sta-

tioned all night in the University of Massachusetts Amherst campus. The cars were

stationed such that they formed, roughly, an equilateral triangle with 500 m sides.

Each car was equipped with a data logger and GPS antenna as well. Since it was

a very calm night, the analysis of the data showed good coherence between all the

pairs of barometers in the microbarom frequency band confirming the detection of

microbaroms. Using the phase spectra between every pair of the barometers and

simple geometry, the azimuth angle of arrival of the microbaroms were determined.

Preliminary results gave azimuth arrival angles between 75-90 degrees from north

(primary source) and between 135-150 degrees (secondary source) from north. These

angles of arrival matched closely (within 10 degrees) with the potential generation

regions observed from WAVEWATCH III model output provided by National Oceanic

and Atmospheric Administration (NOAA). These preliminary results provide a lot of

scope for further research in this field.
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